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Energy consumption of computing is a major concern

From high-perf. computing and cloud servers to mobile phones, wearables, implantable/portable medical devices, micro-spacecraft, sensors ...
Energy Consumption Analysis – Approach

Requires low-level modeling – approach: [NASA FM’08]

- Specialize our parametric resource analysis with instruction-level models:
  - Provide energy and data size assertions for each individual instruction. (Energy and data sizes can be constants or functions.)
- CiaoPP then generates statically safe upper- and lower-bound energy consumption functions.

Initially applied to Java bytecode: [NASA FM’08]

- Java bytecode energy consumption models available for simple processors – upper bound consumption per bytecode in joules:

<table>
<thead>
<tr>
<th>Opcode</th>
<th>Inst. Cost in $\mu$J</th>
<th>Mem. Cost in $\mu$J</th>
<th>Total Cost in $\mu$J</th>
</tr>
</thead>
<tbody>
<tr>
<td>iadd</td>
<td>0.957860</td>
<td>2.273580</td>
<td>3.23144</td>
</tr>
<tr>
<td>isub</td>
<td>0.957360</td>
<td>2.273580</td>
<td>3.230.94</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

- Encouraging results: meaningful functions inferred in many cases.
- But no comparison with actual device consumption.
Energy Consumption Analysis – Approach

Requires low-level modeling – approach: [NASA FM’08]

- Specialize our parametric resource analysis with instruction-level models:
  - Provide energy and data size assertions for each individual instruction.
    (Energy and data sizes can be constants or functions.)
- CiaoPP then generates statically safe upper- and lower-bound energy consumption functions.

⇒ Addressed recently: [LOPSTR’13, FOPARA’15, HIP3ES’16]

- Analysis of (embedded) programs written in XC, on XMOS processors.
- Using more sophisticated ISA- and LLVM-level energy models for XMOS XS1 (Bristol & XMOS).
- Comparing to measured energy consumption.
For a description of how resource analysis is performed in CiaoPP, please see the slides of the tutorial, also at this Dagstuhl.
Each instruction is profiled (using, e.g., an Evolutionary Algorithm – EA) to derive upper- and lower-bound energy estimates.

- These are combined using static analysis.

+ Very compositional.
Low-level ISA characterization – interference

Obtaining the cost model: energy consumption/instruction; interference.

Eder, Kerrison – Bristol U / XMOS.
Low-level ISA characterization – operand size

Obtaining the cost model: energy consumption/instruction; operand size.

Eder, Kerrison – Bristol U / XMOS.
Energy model, expressed in the Ciao assertion language

:- package(energy).
:- use_package(library(resources(definition))).
:- load_resource_definition(ciaopp(xcore(model(res_energy)))).

:- trust pred mkmsk_rus2(X)
    : var(X) => (num(X), rsize(X,num(A,B)))
    + ( resource(energy, 1112656, 1112656) ).

:- trust pred add_2rus2(X)
    : var(X) => (num(X), rsize(X,num(A,B)))
    + ( resource(energy, 1147788, 1147788) ).

:- trust pred add_3r2(X)
    : var(X) => (num(X), rsize(X,num(A,B)))
    + ( resource(energy, 1215439, 1215439 )).

:- trust pred sub_2rus2(X)
    : var(X) => (num(X), rsize(X, num(A,B)))
    + ( resource(energy, 1150574, 1150574)).

:- trust pred sub_3r2(X)
    : var(X) => (num(X), rsize(X,num(A,B)))
    + ( resource(energy, 1210759, 1210759 )).

:- trust pred ashr_12rus2(X)
    : var(X) => (num(X), rsize(X,num(A,B)))
    + ( resource(energy, 1219682, 1219682) ).
#include "fact.h"

int fact(int i) {
    if(i<=0) return 1;
    return i*fact(i-1);
}
```assembly
Fact:
entsp 6
stw r0, sp[4]
stw r0, sp[2]
.Lxtalabel0:
ldw r0, sp[4]
ldc r1, 0
lsl r0, r1, r0
bt r0, .LBB0_4
bu .LBB0_3
.LBB0_3:
mkmsk r0, 1
stw r0, sp[3]
bu .LBB0_5
.LBB0_4:
.Lxtalabel1:
ldw r0, sp[4]
sub r1, r0, 1
stw r0, sp[1]
mov r0, r1
.Lxta.call_labels0:
bl fact
ldw r1, sp[1]
mul r0, r1, r0
stw r0, sp[3]
.LBB0_5:
ldw r0, sp[3]
retsp 6
```
Xcore Example: Block Representation

\[\text{fact}\]
0x01: entsp (u6) 0x2
0x02: stw (ru6) r0, sp[0x1]
0x03: ldw (ru6) r1, sp[0x1]
0x04: ldc (ru6) r0, 0x0
0x05: lss (3r) r0, r0, r1
0x06: bf (ru6) r0, 0x1 <0x08>
0x07: bu (u6) 0x2 <0x10>
0x10: ldw (ru6) r0, sp[0x1]
0x11: sub (2rus) r0, r0, 0x1
0x12: bl (u10) -0xc <fact>
0x13: ldw (ru6) r1, sp[0x1]
0x14: mul (l3r) r0, r1, r0
0x15: retsp (u6) 0x2
0x08: mkmsk (rus) r0, 0x1
0x09: retsp (u6) 0x2
Horn Clause Representation

```prolog
:-module(_,[]), [ciaopp(xcore(model(instructions))), ciaopp(xcore(model(energy)))].
:-entry fact/2 : num * var.

fact(R0,R0_4) :-
  entsp_u6(6),
  stw_ru6(R0,Sp2),
  ldw_ru6(R0_1,Sp2),
  stw_ru6(R0_1,Sp4),
  ldw_ru6(R0_2,Sp4),
  ldc_ru6(R1,0),
  lss_3r(R0_3,R1,R0_2),
  bt_ru6(R0_3,47259),
  b1b3(R0_3,Sp1,Sp3,Sp4,R0_4,R1_1,Sp1,Sp3).

b1b3(R0,Sp1,Sp3,Sp4,R0_2,R1,Sp1,Sp3_1) :-
  R0=0,
  bu_u6(43081),
  mkmrk_rus(R0_1,1),
  stw_ru6(R0_1,Sp3_1),
  bu_u6(44182),
  b2(Sp3_1,R0_2).

b1b3(R0,Sp1,Sp3,Sp4,R0_5,R1_1,Sp1_1,Sp3_1) :-
  R0=0,
  ldw_ru6(R0_1,Sp4),
  sub_2rus(R1,R0_1,1),
  stw_ru6(R0_1,Sp1_1),
  odd_2rus(R0_2,R1,0),
  bl_u6(49980),
  fact(R0_2,R0_3),
  ldw_ru6(R1_1,Sp1_1),
  mul_13r(R0_4,R1_1,R0_3),
  stw_ru6(R0_4,Sp3_1),
  b2(Sp3_1,R0_5).

b2(Sp3,R0) :-
  ldw_ru6(R0,Sp3),
  retsp_u6(6).

:-;-- fact.pl <HCBV-15> Top of 777 (7,0) (Ciao) [75%]
```
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CiaoPP Menu

Select Menu Level: naive
Select Action Group: analyze
Select Resource Analysis: res_plai
Select solver: builtin
Select Analysis Layer: isa
Select Output Language: source

{Current Saved Menu Configurations: }

Cancel  Apply
Select Resource Analysis

Preprocessor Option Browser

- Use Saved Menu Configuration: none
- Select Menu Level: naive
- Select Action Group: analyze
- Select Aliasing-Mode Analysis: none
- Select Shape-Type Analysis: none
- Select Resource Analysis: res_plai
- Include Energy Model: yes
- Multivariate Success: off
- Print Program Point Info: off
- Collapse AI Info: on

{Current Saved Menu Configurations: □}

Cancel  Apply
Analysis Results

:- module(_, [fact/2], [ciaopp(xcore(model(instructions))), ciaopp(xcore(model(energy))), assertions]).

:- true pred fact(X, Y)
    : ( num(X), var(Y) )
    => ( num(X), num(Y), rsize(X, num(A, B)), rsize(Y, num('Factorial'(A), 'Factorial'(B))) )
    + ( resource(energy, 6439360, 21469718 * B + 16420396) ).

fact(X, Y) :-
    entsp_u62(_3459),
    _3467 is X,
    stw_ru62(_3476),
    _3484 is X,
    stw_ru62(_3493),
    _3501 is _3467,
    ldw_ru62(_3510),
    _3518 is 0,
    ldc_ru62(_3527),
    _3518<_3501,
    lss_3r2(_3544),
    bt_ru62(_3552),
    1\=0,
    _3569 is _3467,
    ldw_ru62(_3578),
    _3586 is _3569-1,
    sub_2rus2(_3598),
    _3606 is _3569,
    stw_ru62(_3615),
    _3623 is _3586+0,
Analysis Output

```
#include "fact.h"

#pragma true fact(A) ==> (energy <= 2845229*A+1940746)

int fact(int i) {
    if(i<=0) return 1;
    return i*fact(i-1);
}
```
Some Results [LOPSTR’13]

- **Fact(N)**
  - Energy (nJ) vs. N
  - Relative Error

- **Fibonacci(N)**
  - Energy (nJ) vs. N
  - Relative Error

- **Power(base,exp)**
  - Energy (nJ) vs. base,exp
  - Relative Error

- **PowerOfTwo(N)**
  - Energy (nJ) vs. N
  - Relative Error

Legend:
- HW
- SRA
- ISS
- SRA vs. HW
- ISS vs. HW
IR Level Trade-offs

Energy Model + Program (including frontend assertions) → Transformation → Energy Model

Source code → Transformation → LLVM IR

Optimizations → Transformation → Optimized LLVM IR

Energy Model → Optimization → ISA

LLVM IR → Transformation → IR

ISA → Transformation → IR

Hardware → Energy Model

Energy Modelling Precision Loss → Analysis Information loss
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<table>
<thead>
<tr>
<th>Program</th>
<th>Analysis at LLVMIR level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Energy consumption functions (in NJ)</td>
</tr>
<tr>
<td>fact(N)</td>
<td>$28.4 \times N + 22.4$</td>
</tr>
<tr>
<td>fibonacci(N)</td>
<td>$37.53 + 42.3 \times 1.62^N + 11.68 \times (-0.62)^N$</td>
</tr>
<tr>
<td>sqr(N)</td>
<td>$10.52 \times N^2 + 55.79 \times N + 16.5$</td>
</tr>
<tr>
<td>power_of_two(N)</td>
<td>$49.2 \times 2^N - 31.5$</td>
</tr>
<tr>
<td>reverse(N,M)</td>
<td>$20.50 \times N + 72.98$</td>
</tr>
<tr>
<td>concat(N,M)</td>
<td>$69.14 \times N + 69.14 \times M + 14.12$</td>
</tr>
<tr>
<td>mat_mult(N,M)</td>
<td>$44.71 \times N^3 + 72.47 \times N^2 + 52.52 \times N + 25.49$</td>
</tr>
<tr>
<td>sum_facts(N,M)</td>
<td>$69.14 \times N + 69.14 \times M + 14.12$</td>
</tr>
<tr>
<td>fir(N)</td>
<td>$33.47 \times N + 141.6$</td>
</tr>
<tr>
<td>biquad(N)</td>
<td>$165.3 \times N + 54.45$</td>
</tr>
</tbody>
</table>
Measuring Power Consumption on the Hardware

- XMOS XTAG3 measurement circuit.
- Plugs into XMOS XS1 board.

We compare these HW measurements with:
- Static Resource Analysis (SRA).
- Instruction Set Simulation (ISS).
Accuracy vs. HW measurements (ISA and LLVMIR)

[FOPARA'15]

<table>
<thead>
<tr>
<th>Program</th>
<th>Error vs. HW</th>
<th>ISA/LLVMIR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>isa</td>
<td>llvmir</td>
</tr>
<tr>
<td>fact (N)</td>
<td>2.86%</td>
<td>4.50%</td>
</tr>
<tr>
<td>fibonacci (N)</td>
<td>5.41%</td>
<td>11.94%</td>
</tr>
<tr>
<td>sqr (N)</td>
<td>1.49%</td>
<td>9.31%</td>
</tr>
<tr>
<td>power_of_two (N)</td>
<td>4.26%</td>
<td>11.15%</td>
</tr>
<tr>
<td>Average</td>
<td>3.50%</td>
<td>9.20%</td>
</tr>
<tr>
<td>reverse (N,M)</td>
<td>N/A</td>
<td>2.18%</td>
</tr>
<tr>
<td>concat (N,M)</td>
<td>N/A</td>
<td>8.71%</td>
</tr>
<tr>
<td>mat_mult (N,M)</td>
<td>N/A</td>
<td>1.47%</td>
</tr>
<tr>
<td>sum_facts (N,M)</td>
<td>N/A</td>
<td>2.42%</td>
</tr>
<tr>
<td>fir (N)</td>
<td>N/A</td>
<td>0.63%</td>
</tr>
<tr>
<td>biquad (N)</td>
<td>N/A</td>
<td>2.34%</td>
</tr>
<tr>
<td>Average</td>
<td>N/A</td>
<td>3.0%</td>
</tr>
<tr>
<td>Gobal Avg.</td>
<td>3.50%</td>
<td>5.48%</td>
</tr>
</tbody>
</table>
### Accuracy vs. HW measurements (ISA and LLVMIR)

[FOPARA’15]

<table>
<thead>
<tr>
<th>Program</th>
<th>Error vs. HW isa</th>
<th>Error vs. HW llvmir</th>
<th>ISA/LLVMIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>fact (N)</td>
<td>2.86%</td>
<td>4.50%</td>
<td>0.94</td>
</tr>
<tr>
<td>fibonacci (N)</td>
<td>5.41%</td>
<td>11.94%</td>
<td>0.92</td>
</tr>
<tr>
<td>sqr (N)</td>
<td>1.49%</td>
<td>9.31%</td>
<td>0.91</td>
</tr>
<tr>
<td>power_of_two (N)</td>
<td>4.26%</td>
<td>11.15%</td>
<td>0.93</td>
</tr>
<tr>
<td>reverse (N, M)</td>
<td>N/A</td>
<td>2.18%</td>
<td>N/A</td>
</tr>
<tr>
<td>concat (N, M)</td>
<td>N/A</td>
<td>8.71%</td>
<td>N/A</td>
</tr>
<tr>
<td>mat mult (N, M)</td>
<td>N/A</td>
<td>1.47%</td>
<td>N/A</td>
</tr>
<tr>
<td>sum facts (N, M)</td>
<td>N/A</td>
<td>2.42%</td>
<td>N/A</td>
</tr>
<tr>
<td>fir (N)</td>
<td>N/A</td>
<td>0.63%</td>
<td>N/A</td>
</tr>
<tr>
<td>biquad (N)</td>
<td>N/A</td>
<td>2.34%</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>N/A</strong></td>
<td><strong>3.0%</strong></td>
<td><strong>N/A</strong></td>
</tr>
<tr>
<td><strong>Global Avg.</strong></td>
<td><strong>3.50%</strong></td>
<td><strong>5.48%</strong></td>
<td><strong>0.92</strong></td>
</tr>
</tbody>
</table>

- ISA analysis estimations are reasonably accurate.
- ISA estimations are more accurate than LLVM estimations.
- LLVM estimations are close to ISA estimations.
- Some programs cannot be analysed at the ISA level but can be analyzed at the LLVM level.
@pragma true fir(xn, coeffs, state, N) :
(3347178*N + 13967829 <= energy &&
energy <= 3347178*N + 14417829)

int fir(int xn, int coeffs[], int state[], int ELEMENTS)
{
  unsigned int ynl; int ynh;
  ynl = (1<<23); ynh = 0;
  for(int j=ELEMENTS-1; j!=0; j--) {
    state[j] = state[j-1];
    {ynh, ynl} = macs(coeffs[j], state[j], ynh, ynl);
  }
  state[0] = xn;
  {ynh, ynl} = macs(coeffs[0], xn, ynh, ynl);
  if (sext(ynh,24) == ynh) {
    ynh = (ynh << 8) | ((unsigned) ynl) >> 24);
  } else if (ynh < 0) { ynh = 0x80000000; }
  else { ynh = 0x7fffffff; }
  return ynh;
}
XC Analysis Results (FIR Filter, LLVM IR level)

@#pragma true fir(xn, coeffs, state, N) :
    (3347178*N + 13967829 <= energy &&
    energy <= 3347178*N + 14417829)

int fir(int xn, int coeffs[], int state[], int ELEMENTS)
{
    unsigned int ynl; int ynh;
    ynl = (1<<23); ynh = 0;
    for(int j=ELEMENTS-1; j!=0; j--) {
        state[j] = state[j-1];
        {ynh, ynl} = macs(coeffs[j], state[j], ynh, ynl);
    }
    state[0] = xn;
    {ynh, ynl} = macs(coeffs[0], xn, ynh, ynl);
    if (sext(ynh,24) == ynh) {
        ynh = (ynh << 8) | ((unsigned) ynl) >> 24);
    } else if (ynh < 0) { ynh = 0x80000000; }
    else { ynh = 0x7fffffff; }
    return ynh;
}
Applications

Performance debugging and verification, resource-oriented optimization, heterogeneous computers, QoS, ...

XC Energy Consumption Verification Tool (using CiaoPP)

Energy Model

Program

Assertions
# pragma check
# pragma trust
...

XC Code
int f(int arg)
...

Energy Consumption Analysis & Verification Tool

HC IR Translator

Static Analysis
# pragma true
Inferred

XC Compiler

Static Comparator
# pragma checked
Proved

# pragma false
Disproved

# pragma check
Unproved

[HIP3ES’15]
Resource Usage Verification – Function Comparisons
[ICLP’10, FOPARA’12]

![Diagram showing resource usage and input data size comparison]

- ** RESOURCE USAGE 
- ** SPECIFICATION UPPER/LOWER BOUNDS (SU/SL) 
- ** SPECIFICATION INTERVALS 

**SU**

**SL**

**INPUT DATA SIZE**
Resource Usage Verification – Function Comparisons
[ICLP’10, FOPARA’12]
Resource Usage Verification – Function Comparisons
[ICLP’10, FOPARA’12]
XC Program (FIR Filter) w/Energy Specification [HIP3ES’15]

```c
#pragma check fir(xn, coeffs, state, N) :
    (1 <= N) ==> (energy <= 416079189)

#pragma true fir(xn, coeffs, state, N) :
    (3347178*N + 13967829 <= energy &&
     energy <= 3347178*N + 14417829)

#pragma checked fir(xn, coeffs, state, N) :
    (1 <= N && N <= 120) ==> (energy <= 416079189)

#pragma false fir(xn, coeffs, state, N) :
    (121 <= N) ==> (energy <= 416079189)

int fir(int xn, int coeffs[], int state[], int ELEMENTS)
{
    unsigned int ynl; int ynh;
    ynl = (1<<23); ynh = 0;
    for(int j=ELEMENTS-1; j!=0; j--) {
        state[j] = state[j-1];
        {ynh, ynl} = macs(coeffs[j], state[j], ynh, ynl);
    }
    state[0] = xn;
    {ynh, ynl} = macs(coeffs[0], xn, ynh, ynl);
    if (sext(ynh,24) == ynh) {
        ynh = (ynh << 8) | (((unsigned) ynl) >> 24);
    } else if (ynh < 0) { ynh = 0x80000000; }
    else { ynh = 0x7fffffff; }
    return ynh;
}
```

Hermenegildo, Lopez-Garcia, Klemen, Liqat
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XC Program (FIR Filter) w/Energy Specification [HIP3ES’15]

#pragma check fir(xn, coeffs, state, N) :
    (1 <= N) ==> (energy <= 416079189)

#pragma true fir(xn, coeffs, state, N) :
    (3347178*N + 13967829 <= energy &&
     energy <= 3347178*N + 14417829)

#pragma checked fir(xn, coeffs, state, N) :
    (1 <= N && N <= 120) ==> (energy <= 416079189)

#pragma false fir(xn, coeffs, state, N) :
    (121 <= N) ==> (energy <= 416079189)

int fir(int xn, int coeffs[], int state[], int ELEMENTS)
{
    unsigned int ynl, int ynh;
    ynl = (1<<23); ynh = 0;
    for(int j=ELEMENTS-1; j!=0; j--) {
        state[j] = state[j-1];
        {ynh, ynl} = macs(coeffs[j], state[j], ynh, ynl);
    }
    state[0] = xn;
    {ynh, ynl} = macs(coeffs[0], xn, ynh, ynl);
    if (sext(ynh,24) == ynh) {
        ynh = (ynh << 8) | (((unsigned) ynl) >> 24);
    } else if (ynh < 0) { ynh = 0x80000000; }
    else { ynh = 0x7fffffff; }
    return ynh;
}
Modeling at the Instruction Level

- Each instruction is profiled (using, e.g., an Evolutionary Algorithm – EA) to derive upper- and lower-bound energy estimates.
- These are combined using static analysis.

+ Very compositional.
- Bounds obtained are very conservative.
- Dependence among instructions is not modeled (or complex).
Each basic block is profiled using the EA and upper/lower bounds estimated for each block.

Bounds over basic blocks are composed (by static analysis) to infer the bounds over whole program.

- Inter-instruction dependence is captured within the blocks: more precise bounds.
- The EA is precise and practical since no data dependent branching within a block.
- Infers functions of input data sizes.

- Inter-block dependence may be over- or under-estimated.
Overview of our Approach

SRA estimation of the whole program

Upper- and lower-bound cost functions on input data sizes of the program.

EA estimation of UB/LB of basic blocks

<table>
<thead>
<tr>
<th>Basic Block</th>
<th>UB</th>
<th>LB</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Dividing the Program into Basic Blocks

Listing 1: Basic blocks of factorial function

```
<fact>:
01: entsp 0x2
02: stw r0, sp[0x1]
03: ldw r1, sp[0x1]
04: ldc r0, 0x0
05: lss r0, r0, r1
06: bf r0, <08>
```

B1

```
07: bu <010>
10: ldw r0, sp[0x1]
11: sub r0, r0, 0x1
12: bl <fact>
13: ldw r1, sp[0x1]
14: mul r0, r1, r0
15: retsp 0x2
```

B2

```
block before call
07: bu <010>
10: ldw r0, sp[0x1]
11: sub r0, r0, 0x1
12: bl <fact>
13: ldw r1, sp[0x1]
14: mul r0, r1, r0
15: retsp 0x2
```

B3

```
08: mkmsk r0, 0x1
09: retsp 0x2
```

Listing 2: Modified basic blocks

```
<fact>:
01: entsp 0x2
02: stw r0, sp[0x1]
03: ldw r1, sp[0x1]
04: ldc r0, 0x0
05: lss r0, r0, r1
06: bf r0, <08_NEW>
08_NEW:
```

B1

```
```

B2

```
```

B2

```
block after call
08: mkmsk r0, 0x1
09: retsp 0x2
```

B3
### Experimental Evaluation (XMOS XS1 architecture)

<table>
<thead>
<tr>
<th>Program</th>
<th>Upper/Lower Bounds (nJ) $\times 10^3$</th>
<th>vs. HW</th>
</tr>
</thead>
<tbody>
<tr>
<td>fact($N$)</td>
<td>$E_u = 5.1 , N + 4.2$\n$E_l = 4.1 , N + 3.8$</td>
<td>7%</td>
</tr>
<tr>
<td>fibonacci($N$)</td>
<td>$E_u = 5.2 , lucas(N) + 6 , fib(N) - 6.6$\n$E_l = 4.5 , lucas(N) + 5 , fib(N) - 4.2$</td>
<td>8.71%</td>
</tr>
<tr>
<td>reverse($N$)</td>
<td>$E_u = 3.7 , N + 13.3$\n$E_l = 2.95 , N + 12$</td>
<td>8%</td>
</tr>
<tr>
<td>findMax($N$)</td>
<td>$E_u = 5 , N + 6.9$\n$E_l = 3.3 , N + 5.6$</td>
<td>8.7%</td>
</tr>
<tr>
<td>fir($N$)</td>
<td>$E_u = 6 , N + 26.4$\n$E_l = 4.8 , N + 22.9$</td>
<td>8.9%</td>
</tr>
<tr>
<td>biquad($N$)</td>
<td>$E_u = 29.6 , N + 10$\n$E_l = 23.5 , N + 9$</td>
<td>9.8%</td>
</tr>
</tbody>
</table>

- EA times vary depending upon the initialization parameters.
  - On average within 150-200 min.
- Static analysis times are relatively small $\approx 4$ sec.
Experimental Results (Benchmark with no Data Dependent Branching)

factorial(x): 7% over- and 11% under-approximation for random runs with different inputs.
Experimental Results (Benchmark with Data Dependent Branching)

findMax(arr,N): 8.7% over- and 9% under-approximation from actual upper- and lower-bounds (ascending vs. descending sorted array).
Inferring Accumulated Cost: Hot Spot Detection!

[TPLP’16, FLOPS’16]

- Helping developers make (resource-related) design decisions:
  - Which parts of the program are the most resource-consuming?
  - Which predicates should be optimized first?

- The standard/classical notion of cost only partially meets these objectives:
  - Predicates w/highest (standard) costs may not need to be optimized first.
  - E.g., perhaps predicates with lower costs but which are called more often.
  - The input sizes to such calls are also relevant.

- Need info resulting from a static profiling of the program to:
  - identify the parts of a program responsible for highest fractions of the cost → accumulated cost.
  - I.e., how the total resource usage of the execution of a program is distributed over selected parts of it (cost centers → predicates).

Static profiling → static inference of the kinds of information that are usually obtained at run-time by profilers.

Main contribution

Novel, general, and flexible framework for setting up cost equations/relations. → can be instantiated for performing a wide range of static resource usage analyses, including both accumulated cost and standard cost.
Definition: Accumulated Cost

The cost of a (single) call \( p(n) \) accumulated in cost center \( q \), denoted \( C_q^p(n) \):

- Is the **sum of the costs** of all the computations that are descendants (in the call stack) of the call \( p(n) \), and are **under the scope of any call to** \( q \).

- We say that a computation is **under the scope** of a call to cost center \( q \), if the **closest ancestor** of such computation in the call stack that is a cost center, is \( q \).

- Expresses how much of the standard cost of the call to \( p \) is attributed to \( q \).
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